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(storeMemoryLimit) (& 6,144MB ([CERELF U, CDIERKICELD. 4GB DL I1—RZXED
[CHRIFITDEHDTRIRAR—=ZAMNESN., MDZRFTLT7I> 3> DizHICH) 512MB ZHER
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RHIBY: Workload A

Workload A IR EDEFEHRE T —IO— RTIE. Cassandra (FOIR—=ADT7 —FFTF+
TITZE I <<HIBFEREAELTIY =L, OJDEKEICHUWMEZEINI TEZS /2. Cassandra
DFERIFFEB(ICRIFTUZ. UM UFK4(E. Cassandra (FEFREINEDICDONT/IN T A =2 XN
BB EICRDEFUE. BT T8 J—RDIUSRIZERHRL. J—RZTE(C 400 B &
1,200 FOL-O— RZO— RU. operationcount %z 2321 (CHEL. T A MZE 24 BERETUE
Lz

AERFT =Y FTORBRODANKDEEMSAECETNEIN. E55DFXMIHENT
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ER—E

Z2IIL—"Tw bDIEE 1 #BT=D DIRVEEL (ops/sec)] Bifii. L7 DIEE TU
(msec)] BEfITT,

INERFT—FEY FTODRIW—-TY b (J—R&HBED 400 L I—R)

1 Node 8 Nodes 16 Nodes 32 Nodes

Load GridDB 20,425 123,859 184,836 369,046
Cassandra 4,246 15,223 19,753 30,304

Workload A GridDB 21,286 117,284 157,347 270,690
Cassandra 4,330 17,656 21,781 36,496

Workload B GridDB 31,449 179,842 296,967 529,091
Cassandra 3,171 11,657 15,865 25,832

Workload C GridDB 33,796 227,802 318,485 624,954
Cassandra 2,707 11,174 15,886 24,623

Workload D GridDB 31,010 261,624 395,112 801,982
Cassandra 5,672 23,654 34,246 51,389

Workload F GridDB 17,300 90,310 157,144 262,940
Cassandra 1,837 8,351 10,971 17,942
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INERFT—FEY FTOLAFT>S (J—RHBZD 400 ALI—R) -1 J—R

Insert Read Read-Mod-Write Update
Load GridDB 6.0
Cassandra 7.0
Workload A GridDB 3.9 7.7
Cassandra 30.9 28.1
Workload B GridDB 3.8 7.6
Cassandra 40.2 40.0
Workload C GridDB 3.6
Cassandra 47.2
Workload D GridDB 5.1 3.9
Cassandra 24.1 22.4
Workload F GridDB 3.7 10.7 6.9
Cassandra 47.5 91.6 44.1
INERFT =AY FTOL1F7>S (J—RBIED 400 GLdO—R) --8 J—R
Insert Read Read-Mod-Write Update
Load GridDB 8.0
Cassandra 13.3
Workload A GridDB 6.2 11.0
Cassandra 98.6 16.3
Workload B GridDB 5.3 10.3
Cassandra 91.3 10.6
Workload C GridDB 4.4
Cassandra 91.0
Workload D GridDB 4.5 3.8
Cassandra 14.2 44.5
Workload F GridDB 6.7 15.7 9.0
Cassandra 47.5 91.6 44.1
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INERF—AtY hTDLLFT>S (J—RBED 400 AL d—R) --16 J—R

Insert Read Read-Mod-Write Update
Load GridDB 10.7
Cassandra 25.7
Workload A GridDB 10.2 16.5
Cassandra 154.7 30.9
Workload B GridDB 6.4 12.3
Cassandra 134.0 19.3
Workload C GridDB 6.3
Cassandra 128.0
Workload D GridDB 5.7 5.0
Cassandra 57.9 59.3
Workload F GridDB 7.5 18.2 10.6
Cassandra 176.0 194.5 18.6
INERFT—IEY NTDOLA1F7>S (J—RHBED 400 ALO—R) --32 J—R
Insert Read Read-Mod-Write Update
Load GridDB 13.4
Cassandra 33.6
Workload A GridDB 11.3 18.0
Cassandra 168.7 52.2
Workload B GridDB 6.8 13.2
Cassandra 163.8 23.7
Workload C GridDB 6.2
Cassandra 164.7
Workload D GridDB 5.5 4.9
Cassandra 77.2 79.1
Workload F GridDB 8.7 21.3 12.6
Cassandra 213.8 237.8 24.0
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RKERT—IEY FTORIV-TY bk (J—F&HE=D 1,200 5LI—R)

1 Node 8 Nodes 16 Nodes 32 Nodes

Load GridDB 13,082 80,074 141,847 277,243
Cassandra 4,325 12,405 18,063 25,412

Workload A GridDB 1,945 14,847 33,078 74,053
Cassandra 1,699 12,485 18,892 30,973

Workload B GridDB 4,233 35,419 78,117 173,166
Cassandra 951 7,674 12,431 22,684

Workload C GridDB 5,149 50,211 111,996 220,950
Cassandra 884 7,353 12,082 21,129

Workload D GridDB 17,575 77,486 155,445 316,608
Cassandra 2,881 15,003 24,349 44,677

Workload F GridDB 2,242 16,209 36,188 83,399
Cassandra 788 6,236 8,960 16,212
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RERT—IEY FTOLAFT>S (J—RSHBED 1,200 5LI—KR) -1 J—R

Insert Read Read-Mod-Write Update
Load GridDB 9.7
Cassandra 7.0
Workload A GridDB 44.2 87.0
Cassandra 130.8 19.5
Workload B GridDB 28.7 56.9
Cassandra 140.2 23.8
Workload C GridDB 24.8
Cassandra 144.6
Workload D GridDB 7.3 7.2
Cassandra 27.0 45.3
Workload F GridDB 29.1 84.7 55.6
Cassandra 149.1 175.2 26.1
RKERFT—HEY FTOLAFT>S (J—RHBED 1,200 5LO—R) --8 J—R
Insert Read Read-Mod-Write Update
Load GridDB 12.9
Cassandra 15.9
Workload A GridDB 56.4 80.6
Cassandra 148.4 13.1
Workload B GridDB 27.7 48.4
Cassandra 139.0 13.2
Workload C GridDB 20.2
Cassandra 138.6
Workload D GridDB 14.2 13.0
Cassandra 12.1 70.8
Workload F GridDB 46.1 79.3 33.2
Cassandra 47.5 91.6 44.1
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RKERFT—HILY FTOLLIFT>S (J—RBED 1,200 5LO—R) --16 J—FK

Insert Read Read-Mod-Write Update
Load GridDB 14.2
Cassandra 28.2
Workload A GridDB 50.4 72.3
Cassandra 194.0 20.2
Workload B GridDB 25.1 43.4
Cassandra 171.5 18.4
Workload C GridDB 18.1
Cassandra 168.6
Workload D GridDB 13.9 13.0
Cassandra 14.6 87.1
Workload F GridDB 41.0 71.1 30.1
Cassandra 217.7 236.6 18.9
RKERT—HEY FTOLAFT>S (J—RHBED 1,200 5L.d—R) -- 32 J—R
Insert Read Read-Mod-Write Update
Load GridDB 14.5
Cassandra 40.1
Workload A GridDB 44.6 65.1
Cassandra 224.8 35.7
Workload B GridDB 22.4 40.6
Cassandra 187.4 22.3
Workload C GridDB 18.2
Cassandra 192.4
Workload D GridDB 13.4 12.3
Cassandra 14.9 94.8
Workload F GridDB 34.7 62.3 27.6
Cassandra 238.3 262.6 24.3
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gs_node.json

{
"dataStore":{

"dbPath":"data",
"storeMemorylLimit":"6144MB",
"storeWarmStart":true,
"concurrency":2,
"logWriteMode":1,
"persistencyMode" : "NORMAL",
"affinityGroupSize":4

}s

"checkpoint™:{
"checkpointInterval":"1200s",
"checkpointMemoryLimit":"512MB",
"useParallelMode":false

}s

"cluster":{
"servicePort":10010

}s

"sync":{
"servicePort":10020

}s

"system":{
"servicePort":10040,
"eventLogPath":"log"

}s

"transaction":{
"servicePort":10001,
"connectionLimit" :10000

}s

"trace":{
"default":"LEVEL_ERROR",
"dataStore":"LEVEL_ERROR",
"collection":"LEVEL_ ERROR",
"timeSeries" :"LEVEL_ERROR",
"chunkManager" :"LEVEL_ERROR",
"objectManager":"LEVEL_ERROR",
"checkpointFile" :"LEVEL_ERROR",
"checkpointService":"LEVEL_INFO",
"logManager" :"LEVEL_WARNING",
"clusterService":"LEVEL_ERROR",
"syncService":"LEVEL_ERROR",
"systemService":"LEVEL_INFO",
"transactionManager":"LEVEL_ERROR",
"transactionService":"LEVEL_ERROR",
"transactionTimeout" :"LEVEL_WARNING",
"triggerService":"LEVEL_ERROR",
"sessionTimeout":"LEVEL_WARNING",
"replicationTimeout”:"LEVEL_WARNING",
"recoveryManager" :"LEVEL_INFO",
"eventEngine" :"LEVEL_WARNING",

Page 30



"clusterOperation”:"LEVEL_INFO",
"ioMonitor":"LEVEL_ WARNING"

gs_cluster.json

{
"dataStore":{
"partitionNum":128,
"storeBlockSize":"32KB"
}s
"cluster":{
"clusterName":"defaultCluster”,
"replicationNum":1,
"heartbeatInterval®:"5s",
"loadbalanceCheckInterval":"180s",
"notificationMember”: [
{
"cluster": {"address":"10.0.0.13", "port":10010},
"sync": {"address":"10.0.0.13", "port":10020},
"system”: {"address":"10.0.0.13", "port":10040},
"transaction”: {"address":"10.0.0.13", "port":10001},
¥
]
bs
"sync":{
"timeoutInterval":"30s"
}
¥

cassandra.yaml

cluster_name: 'Test Cluster'
num_tokens: 256
hinted_handoff_enabled: true
hinted_handoff_throttle in_kb: 1024
max_hints_delivery_threads: 2
hints_directory: /var/lib/cassandra/hints
hints_flush_period_in_ms: 10000
max_hints file size in mb: 128
batchlog_replay throttle_in_kb: 1024
authenticator: AllowAllAuthenticator
authorizer: AllowAllAuthorizer
role_manager: CassandraRoleManager
roles validity in ms: 2000
permissions_validity_in_ms: 2000
credentials validity in ms: 2000
partitioner: org.apache.cassandra.dht.Murmur3Partitioner
data_file directories:

- /var/lib/cassandra/data
commitlog directory: /var/lib/cassandra/commitlog
disk_failure_policy: stop
commit_failure_ policy: stop
key cache size in mb:
key cache save period: 14400
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row_cache size in mb: ©
row_cache_save period: ©
counter_cache_size in mb:
counter_cache_save period: 7200
saved_caches_directory: /var/lib/cassandra/saved_caches
commitlog sync: periodic
commitlog sync period in ms: 10000
commitlog segment size in mb: 32
seed provider:

- class_name: org.apache.cassandra.locator.SimpleSeedProvider

parameters:
- seeds: ${SEEDS}

concurrent_reads: 32
concurrent_writes: 32
concurrent_counter_writes: 32
concurrent_materialized_view_writes: 32
memtable allocation_type: heap_ buffers
index_summary_ capacity in mb:
index_summary_ resize interval_in minutes: 60
trickle fsync: false
trickle fsync_interval in kb: 10240
storage_port: 7000
ssl storage port: 7001
start_native transport: true
native_transport_port: 9042
start_rpc: false
rpc_port: 9160
rpc_keepalive: true
rpc_server_type: sync
thrift_framed_transport_size_in_mb: 15
incremental backups: false
snapshot_before compaction: false
auto_snapshot: true
tombstone_warn_threshold: 1000
tombstone_failure_threshold: 100000
column_index_size in_kb: 64
batch_size warn_threshold in kb: 5
batch_size fail threshold in kb: 5@
compaction_throughput mb _per sec: 16
compaction_large partition_warning threshold mb: 100
sstable_preemptive_open_interval_in_mb: 50
read request _timeout_in _ms: 50000
range_request_timeout in ms: 100000
write request timeout_in_ms: 100000
counter_write request timeout_in ms: 100000
cas_contention_timeout_in ms: 10000
truncate_request_timeout_in _ms: 600000
request _timeout_in ms: 900000
cross_node_timeout: false
endpoint_snitch: SimpleSnitch
dynamic_snitch_update_interval in ms: 100
dynamic_snitch_reset_interval in ms: 600000
dynamic_snitch_badness_threshold: 0.1
request _scheduler: org.apache.cassandra.scheduler.NoScheduler
server_encryption_options:

internode_encryption: none

keystore: conf/.keystore
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keystore_password: cassandra

truststore: conf/.truststore

truststore password: cassandra
client_encryption_options:

enabled: false

optional: false

keystore: conf/.keystore

keystore_password: cassandra
internode_compression: all
inter_dc_tcp_nodelay: false
tracetype _query ttl: 86400
tracetype_repair_ttl: 604800
gc_warn_threshold_in_ms: 1000
enable_user_defined_functions: false
enable_scripted_user_defined_functions: false
windows_timer_interval: 1
transparent_data_encryption_options:

enabled: false

chunk_length_kb: 64

cipher: AES/CBC/PKCS5Padding

key_alias: testing:1

key_provider:

- class_name: org.apache.cassandra.security.JKSKeyProvider
parameters:

- keystore: conf/.keystore
keystore password: cassandra
store_type: JCEKS
key password: cassandra

Cassandra Schema

create keyspace ycsb WITH REPLICATION = {'class' : 'SimpleStrategy’,
"replication_factor': 1 };"

create table ycsb.usertable ( y_id varchar primary key, field® varchar, fieldl

varchar, field2 varchar, field3 varchar, field4 varchar, field5 varchar, field6
varchar, field7 varchar, field8 varchar, field9 varchar, field1® varchar );"
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